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Abstract

This thesis presents a possible solution for people detection and tracking in
industrial environments shared between machines and humans. Addressing
safety critical applications, we make the basic assumption that people wear
reflective vests. In order to detect these vests and to discriminate them from
other reflective materials, we propose an approach based on a single camera
system equipped with an infrared flash and an infrared bandpass filter.

The camera acquires pairs of images, one with and one without IR flash,
in short succession. The image pairs are related to each other through
feature detection and tracking, which allows to identify a set of interest
points for which the relative intensity difference is high and which are thus
believed to originate from a reflective vest. The local neighborhood of these
features is then further observed. Based on a local image descriptor, a
Random Forest classifier is applied to discriminate between features caused
by a reflective vest and features caused by other reflective materials. For
features classified as a reflective vest, the distance between camera and vest
is estimated by a Random Forest regressor, again on the basis of the local
image descriptor. The distance estimates combined with the intrinsic camera
model allow to estimate the 3D position relative to the camera for every vest
feature. Finally, a particle filter incorporates the single position estimates
and keeps track of the position of a reflective vest over time.

The proposed system is evaluated in several indoor and outdoor envi-
ronments and under different weather conditions. The results indicate good
classification performance and promising accuracy in position estimation
and tracking.
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Symbols

I ′ = (I ′f , I
′
nf ) Raw input image pair

I = (If , Inf ) Unwrapped input image pair
u = [u, v]T Image coordinate pair
fa Image pair acquisition rate
ta Time delay between acquisition of I ′f and I ′nf

f Visual image feature
F Set of image features
r = [r1, ..., rNr ]

T Image feature descriptor
R Set of image feature descriptors

p̂vest Probability that a feature represents a reflective vest
ĉ Random Forest class estimate
c̃ Ground-truth class label

d̂ Random Forest distance estimate

d̃ Ground-truth distance label
p̂ 3D position estimate
P Set of 3D position estimates

St Set of particles at time t
st System state at time t
Bel(st) Belief distribution over state st
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Chapter 1
Introduction

People detection is an important task in both autonomous machines and
human operated vehicles equipped with driver assistant technology. Espe-
cially when it comes to applications where machines operate in industrial
workspaces shared with humans, it plays a crucial role towards improved
safety for the operators and their co-workers. Different sensor modalities
are commonly used in people detection, including laser scanners and vision-
based systems with visible light and thermal imaging sensors. All approaches
suffer from certain drawbacks in safety critical applications. Conventional
2D laser scanners represent the de-facto safety standard equipment for au-
tomated guided vehicles (AGVs) that operate in indoor applications on flat
ground. In uneven terrain, 3D laser scanners can be employed but they
come with a very high price. Thermal cameras are also expensive and their
use depends on the ambient temperature. Systems based on conventional
cameras usually offer an inexpensive solution but require that the ambient
illumination is neither too strong nor too weak. Yet, for the application in
safety systems dedicated to industrial environments, reliable people detec-
tion in a variety of different conditions is critical.

In many industrial workplaces such as manufacturing areas, construc-
tion sites, warehouses or storage yards, the wearing of a reflective safety
vest (cf. Figure 1.1) is a legal requirement. In contrast to more general
approaches, the work presented in this thesis therefore takes advantage of
the enhanced visibility of a person due to the reflective vest to facilitate the
detection. Andreasson et al. [1] introduced a people detection system based
on a single camera unit which is able to detect humans wearing a reflective
vest by detecting reflective material. Its core principle is to take two im-
ages in short succession, one with and one without infrared (IR) flash, and
to process them as a pair. The algorithm identifies regions with a signifi-
cant intensity difference between the two images in order to detect locations
where reflective material appears.

1



Chapter 1: Introduction

Figure 1.1: Reflective Safety Vest

The goal of the underlying project is to optimize the existing camera system
and extend it towards position estimation and temporal tracking of persons
wearing reflective vests, based only on visual input.

1.1 Project Outline

The camera system proposed in [1] allows the detection of people wearing a
reflective vest. The system was tested in indoor and outdoor environments
and the results confirmed that the approach is promising. Yet, in its current
state the system is unable to distinct between reflective vests and other
reflective materials. A first part of the project is therefore dedicated to
solve this shortcoming by performing binary classification of the detected
reflective objects. Machine learning techniques shall be combined together
with a robust image feature descriptor, extracted from the image regions
where vests are suspected, to obtain the model of the classifier.

A fundamental extension of the system is then envisaged. In addition
to the detection of reflective vests, the system shall be enabled to estimate
the distance of a detected vest relative to the camera. Again, the proposed
method consists in applying machine learning techniques. The performance
of different image feature descriptors in combination with an appropriate
regressor model will be evaluated. Once a distance estimate is obtained, a
corresponding position estimate of the detected reflective vest in 3D space
can easily be inferred using the intrinsic camera model.

The final goal of the project is the integration of the obtained position
estimates into a recursive state estimation filter. The filter is supposed to
keep track of a reflective vest as the position of an observed person evolves
over time. A probabilistic approach shall be adopted, taking into account
that the individual position estimates are prone to errors.

The individual parts of the system will be evaluated in different scenarios
including indoor and outdoor environments and different weather conditions.
The results will allow to identify possible weaknesses of the system and form
the basis for further improvements of both hardware and software.
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Chapter 1: Introduction

1.2 Motivation

Vision-based people detection for non-stationary environments has been ex-
tensively studied for applications in robotic vehicles, (semi-)autonomous
cars, driver assistant systems and surveillance. Solutions on purely visual
input are interesting from an economic point of view as standard cameras
represent an inexpensive sensor type. Yet, the performance of vision-based
techniques heavily depends on the presence of good visible structures in the
images, and thus on a sufficient illumination of the observed scene. Their
application is usually not suitable for dim or completely dark environments.
Also, vision-based approaches typically struggle in cases where people have
little contrast with the background. For these reasons, existing people de-
tection approaches are not directly applicable in safety critical applications
that are supposed to operate under challenging conditions, such as rain,
snow or direct exposure to sunlight.

To overcome this shortcomings, cameras are commonly used in combi-
nation with other sensor modalities and a large amount of scientific work
deals with sensor fusion between cameras and laser scanners for people de-
tection [2]. However, to the best of the author’s knowledge, there exists no
people detection system which makes use of the beneficial properties of a
reflective vest in the detection process. The system presented in this pa-
per focuses on the detection of people in industrial environments where the
condition that workers wear a reflective vest is fulfilled.

Instead of analyzing single images as it is done in most of the related
work, our system processes a pair of images, one of which is taken with
an IR flash and one without. The proposed algorithm exploits the fact
that the IR flash is very strongly reflected by the vest reflectors to detect
locations in the image where a large intensity difference exists between the
two images. It has been shown in [1] that especially at higher ranges where
spatial resolution decreases rapidly in the image, the approach based on an
image pair and the use of an IR flash outperforms a state-of-the-art people
detection algorithm (Histogram of Oriented Gradient) applied to a single
image that is acquired without active illumination.

1.3 Report Outline

This report is organized as follows. Chapter 2 introduces the hardware used
for image acquisition and discusses the individual processing steps of the
vest detection and tracking algorithm. In Chapter 3, the performance of
the different parts of the system is evaluated in various environments. The
evaluation results are discussed in Chapter 4 and conclusions are drawn in
Chapter 5. Finally, Chapter 6 gives an outlook on further work in perspec-
tive of future improvements of the system.
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Chapter 2
System Description

The reflective vest detection and tracking system presented in this report
consists of a single camera unit and an ensemble of processing steps that
compare two input images, one acquired with IR flash and one taken with-
out, to estimate the position of a person wearing a reflective vest. In this
chapter, the hardware components as well as the individual processing steps
of the algorithm will be discussed in detail and in the order they are ap-
plied. Figure 2.1 depicts a schematic overview of the complete algorithm
and shows how the individual steps are related.

The input of the system is a pair of raw images, one taken with IR flash
and one without. The hardware components of the camera system that
acquires the two images will be subject of Section 2.1 while the according
intrinsic camera model is introduced in Section 2.2. Section 2.3 is dedicated
to the acquisition process of a raw image pair I ′ = (I ′f , I

′
nf ), where I ′f denotes

the image acquired with IR flash and I ′nf the image taken without flash. The
area of interest in is then extracted from the raw images and undistorted in
a processing step referred to as image unwrapping, discussed in Section 2.4.
The resulting pair of unwrapped images is denoted I = (If , Inf ). Given
the fact that the emitted IR flash is strongly reflected by the reflectors of
a safety vest, the regions where such a vest appears in the images have
distinctly higher intensity values in If compared to Inf .

As it is discussed in Section 2.5, a feature detector is then applied to
the image If taken with an IR flash, in order to identify a set Fraw con-
taining high intensity blob-like interest points, referred to as features. If a
reflective vest is visible in the image, one or several of these features will
be detected in high intensity regions produced by the reflective material of
the vest. However, the set potentially includes additional interest points
representing other high-intensity regions in the image. Thus, several subse-
quent processing step aim at removing these non-vest points from the initial
features set.
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Chapter 2: System Description

The features detected in image If are tracked in Inf and, based on the
output of the tracker, a subset of features is discarded as not belonging to
reflective material and thus not originating from a reflective vest. Features
are discarded if they are successfully tracked and if the intensity difference
between the two images at the corresponding locations is below a defined
threshold. This pre-selection step, described in Section 2.6, ideally results
in a set Freflex of features that represent reflective materials in the camera’s
field of view. To discriminate between reflective vests and other reflective
materials, a binary Random Forest classifier is additionally applied. To do
so, a feature descriptor r is extracted from image If for every feature in
Freflex, according to Section 2.7. The descriptor represents a characteristic
set of variables describing the visual content in the neighborhood of a feature
in a much more robust way than the raw intensity values. The classification
procedure as well as the supervised learning process applied to obtain the
Random Forest classifier are subject of Section 2.8. The result of the feature
detection process is a feature set Fvest in which all features are considered
as to originate from a reflective vest.

Following the detection of reflective vests in the input images, the system
estimates the 3D position of the reflective vest markers that caused the
appearance of the corresponding features Fvest in the image If . As discussed
in Section 2.9, a Random Forest regressor model that is again obtained by
supervised learning allows to predict the distance d̂ for all the features in
Fvest, based on the same local image descriptors that were previously used
for classification. Section 2.10 then illustrates how a distance estimate is
used in combination with the intrinsic camera model to obtain a position
estimate p̂ in 3D space.

Finally, the vest tracking algorithm is introduced in Section 2.11. The
vest tracker considers the scenario where image pairs are repeatedly ac-
quired. In this scenario, a reflective vest not only needs to be detected in
the individual image pairs but has to be tracked over a sequence of input
images. The vest tracking algorithm provides a filtering mechanism that
continuously incorporates the single vest position estimates p̂ to produce a
final estimate of the system’s state st. The state st comprises the position
and speed of a reflective vest as observed by the camera. The uncertainty
about the exact location of a reflective vest is represented by a probability
distribution over st that is approximated by a set of particles provided by a
particle filter.

Due to multiple reasons that will be discussed in detail, the individ-
ual position estimates p̂ are subject to errors. The vest tracking algorithm
therefore provides a probabilistic model that takes the uncertainty of the
measurements into account. Furthermore, the tracker models the uncer-
tainty that arises from the fact that the motion of an observed person can
only be predicted vaguely.
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Chapter 2: System Description
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Figure 2.1: The figure shows an overview of the reflective vest detection and tracking
system and indicates the data flow between the individual processing steps. The sections
in which the different parts are discussed are indicated in brackets.
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Chapter 2: System Description

2.1 Hardware

The camera unit (cf. Figure 2.2) consists of a standard monochrome CMOS
sensor (IDS imaging USB UI-1228LE) with a resolution of 752× 480 pixels
and a fish-eye lens with an approximate field of view (FOV) of 180 ◦.

8 IR LEDs with a wavelength of 850 nm are placed in a ring around the
lens to form an IR flash system. The characteristic emission of the LEDs
reaches its maximum in the direction normal to the LED and is at 50 % at
an angle of 60 ◦. The arrangement of the LEDs assures a wide and relatively
uniform illumination of the camera’s FOV.

A bandpass filter with a center wavelength of 852 nm and a full width at
half maximum of 10 nm is mounted between the lens and the sensor. The
filter corresponds to the dominant IR wavelengths of the IR LEDs. Thus, it
prevents all wavelengths that do not correspond to the narrow band emitted
by the IR LEDs from entering the camera.

2.2 Camera Model

The usual pinhole camera model is not suitable to describe the perspective
projection in a camera system featuring a fish-eye lens. Thus, the general
parametric model for omnidirectional cameras introduced in [3] is adopted.
The model defines three distinct references, the camera image plane (u′, v′)
in pixel coordinates and the sensor plane (u′′, v′′) and the camera reference
frame (x, y, z) in metric coordinates. The camera reference frame has its
origin in the optical center O of the lens and its z-axis pointing in the
direction of the optical axis of the lens.

Figure 2.2: The single camera system used for image acquisition consists of a standard
monochrome CMOS sensor, an infrared bandpass filter (not visible in the image), a fish-
eye lens and a ring of 8 IR-LEDs.

7



Chapter 2: System Description

Let us consider a scene point Q = [x, y, z]T in the camera reference frame
and a unit vector eQ ∈ R3x1, located in O, and pointing in the direction of
point Q. By introducing the image projection function g : R2 → R3, the
omni-directional camera model reads

eQ = g(Au′ + t) (2.1)

with

g(u′′) =

 u′′

v′′

gz(u
′′, v′′)

 (2.2)

where gz : R2 → R is a non-linear function, rotationally symmetric with
respect to the sensor axis. The affine transformation Au′ + t accounts for
possible axes misalignments between the sensor and image plane. Here, we
adopt the approach introduced in [4] where the assumption is made that the
function gz(u

′′, v′′) can be described by a Taylor series expansion. Thus, for
ρ =
√
u′′2 + v′′2:

gz(u
′′, v′′) = a0 + a1ρ+ a2ρ

2 + ...+ aNρ
N (2.3)

The projection equation (2.1) allows to reconstruct the direction of a 3D
scene point corresponding to a given image coordinate pair u′ = [u′, v′]T .
We also introduce the inverse projection equation that assigns an image
coordinate pair u′ to every unit vector eQ, located in the optical center O of
the lens and pointing to an arbitrary point Q in the camera reference frame:

u′ = A−1[g−1(eQ)− t] (2.4)

The model parameters [A, t, a0, a1, a2, ..., aN ] are obtained by intrinsic cali-
bration of the camera according to [4].

2.3 Image Acquisition

The image acquisition involves taking a pair of images, one with IR flash
and one without. The time increment ta between the acquisition of the
two images is kept as short as possible in order to minimize the difference
between the two images due to changes in viewpoint and changes in the
observed scene. The result of the image acquisition is a raw image pair
I ′ = (I ′f , I

′
nf ), consisting of the image I ′f taken with flash, and the image

I ′nf taken without flash. We denote fa the rate at which raw image pairs
I ′ are acquired. Figure 2.3 shows an example of a raw image pair for the
case of a reflective vest appearing in the field of view of the camera. The
reader may take note that the very low average brightness of the images is
a result of the infrared bandpass filter included in the camera hardware and
is a desired property to simplify the vest detection process.

8



Chapter 2: System Description

Figure 2.3: Example of a raw image pair I′ taken in short succession. The image I ′f
(above) was taken with IR flash and the image I ′nf (below) without. The difference in
intensity values at the location where a reflective vest appears is clearly visible. The
filled white circle on the center right represents a lens artifact originating from direct
sunshine into the camera. It may be noted that the overall brightness of the images is
very low due to the use of the IR bandpass filter in the camera system.
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Figure 2.4: Parametrization of the virtual cylinder used to define the panoramic field of
view during the unwrapping of the raw fish-eye images. The reference (x, y, z) indicates
the orientation of the coordinate system attached to the camera.

2.4 Image Unwrapping

The raw fish-eye images I ′f and I ′nf are unwrapped to create an undistorted
panoramic view containing the area of interest for the reflective vest detec-
tion. Figure 2.4 shows the parametrization of a virtual cylinder with unit
radius used to create the panoramic images. The figure further defines the
orientation of the camera reference frame (x, y, z) with its origin O lying in
the optical center of the lens. The pair of images resulting from unwrap-
ping will be named I = (If , Inf ) and the corresponding image coordinates
u = [u, v]T . The images are of width W and height H in pixels, related
through the following relation to obtain undistorted images:

H =
tan(α1)− tan(α2)

2β
W (2.5)

An image projection function h : R2 → R3 is defined for the panoramic
image, allowing the construction of a unit length scene vector pointing in
the direction corresponding to a pair of given image coordinates u = [u, v]T .

h(u) =

 cos(φ)sin(θ)
−sin(φ)

cos(φ)cos(θ)

 (2.6)

10



Chapter 2: System Description

with
φ = α1 −

v

H − 1
(α1 − α2) (2.7)

and

θ = β

(
2u

W − 1
− 1

)
(2.8)

Thus, the intensity values If (u) and Inf (u) of the unwrapped images are
obtained by projecting the image coordinate pair u into the camera ref-
erence frame using Eq. 2.6 before projecting the obtained scene vector on
the corresponding raw fish-eye image using Eq. 2.4 of the camera model to
obtain the fish-eye coordinate pair u′ = [u′, v′]T :

If,nf (u) = I ′f,nf (A−1[g−1(h(u))− t]) (2.9)

Figure 2.5 shows the panoramic image pair I resulting from unwrapping of
the raw image pair I ′ shown in Figure 2.3.

Figure 2.5: Example of an unwrapped image pair I corresponding to the raw image
pair I′ shown in Figure 2.3 with flash image If (top) and non-flash image Inf (bottom).
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Chapter 2: System Description

2.5 Feature Detection

The reflection of the IR light by the reflectors of a vest results in high
intensity blob-like regions at locations where the vest appears in the image
If . Shape and size of the high intensity regions depend heavily on the
distance between the camera unit and the person wearing the vest as well as
on the body pose of the person. Especially at short distances, the reflective
markers of a vest appear as elongated regions rather than as circular blobs.
Furthermore, a vest can be partly occluded by objects between the person
and the camera. Figure 2.6 depicts a selection of the variety of different
patterns that the reflection of the IR light on the reflective vest produces in
the image If .

Based on the above observations, the assumption is made that the high-
intensity image patterns produced by a reflective vest can be represented
by a single blob at higher distances and by several individual blobs at near
distances. Based on this assumption, the first step in the vest detection
process consists in identifying in the image If a set of interest points at
locations where such high intensity regions appear.

A large variety of interest point detectors exists that can be regrouped
mainly into edge detectors, corner detectors and blob detectors, according to
the type of image features that are detected. Popular blob detectors include
the Laplacian of Gaussian(LoG), Difference of Gaussians (DoG), Maximally
Stable Extremal Regions (MSER) or grey-level blobs. The choice of a suit-
able blob detector for our application is limited by real-time constraints as
well as by the need for scale-invariance, a property which is important in
order to detect reflective vest features of different size. Our application uses
the STAR algorithm by Konolige et al. which is a speeded-up version of
the Center Surround Extrema (CenSurE) feature detector [5]. The STAR
algorithm is computationally efficient and complies with our scale-invariance
requirements. In our application, we slightly modified the detector in order
to respond only to positive intensity peaks.

The result of the STAR detector applied to the image If is a set Fraw
of Nf interest points, referred to as features fi, i = 1, ..., Nf , where every
feature is described by its scale s and its image coordinate pair uf indicating
the location in the image If where the feature was detected:

Fraw =
{
f [i] =

〈
s[i],u

[i]
f

〉
| i = 1, ..., Nf

}
(2.10)

An exemplary result of the feature detection is given by the ensemble of
black circles in Figure 2.7. The example illustrates that under the influence
of the IR illumination from the flash and the sun, the detected feature set
Fraw includes many features that do not originate from a reflective vest.
Also it is worth mentioning that due to the STAR algorithm’s sensitivity to
circular shapes, one reflective vest marker can be detected more than once,
especially when its shape appears elongated.

12
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a) 1.66 m b) 3.46 m c) 6.17 m d) 9.12 m

e) 0.76 m f) 1.57 m g) 3.45 m h) 5.43 m

i) 1.54 m k) 5.02 m l) 5.26 m m) 8.72 m

n) 0.84 m o) 2.73 m p) 5.14 m q) 8.53 m

Figure 2.6: The figure shows examples of image patterns that result from the reflection
of the IR flash light on the reflective vest material during the acquisition of image If .
The corresponding distance between the camera and the vest is indicated for each
example. The image patches show the variety of patterns that is encountered, namely
a-d) indoors without any other IR light source than the flash, e-h) outdoors under the
influence of sunlight, i-m) outdoors with direct sunshine into the camera, and n-q)
outdoors with perturbing reflections on snowflakes.
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Chapter 2: System Description

Figure 2.7: The figure illustrates the result of the feature detection process applied to
an image If taken with IR flash. A reflective vest is visible in the center of the image.
Detected features are drawn as black circles, the size of which indicates the feature
scale s. The figure shows that under the influence of the IR light emitted by the sun,
the feature set Fraw includes many features that do not originate from a reflective vest.

2.6 Feature Tracking and Intensity Check

The detected features in the set Fraw originate either from a reflective mate-
rial or from another bright object in the FOV of the camera. As the images
If and Inf were taken in short succession, the appearance of non-reflective
features changes little from one image to another. In contrast, this assump-
tion is not valid for features originating from reflective material since the
intensity values in the vicinity of such features differ considerably for the im-
age pair I, as it has been illustrated in Figure 2.3. Based on this property,
the first processing step to eliminate non-vest features consists in tracking
every raw feature f ∈ Fraw, detected in image If , in the corresponding im-
age taken without IR flash, Inf , and in evaluating the intensity difference
for successfully tracked features.

Let’s consider the image pair I = (If , Inf ) and the set Fraw of raw fea-
tures detected in image If . Given the location uf of a feature f in the image
If , the goal of the LK feature tracker is to determine the corresponding loca-
tion unf = uf +∆ in the image Inf , so that If (uf ) and Inf (unf ) are similar
in a defined local neighborhood. The vector ∆ = [∆u,∆v]

T is referred to as
the displacement vector or the optical flow at location uf . The algorithm
achieves its goal by minimizing the function εLK(unf ), defined as

εLK(unf ) =

ωLK∑
m=−ωLK

ωLK∑
n=−ωLK

(If (uf +m, vf +n)− Inf (unf +m, vnf +n))2

(2.11)
which represents the squared sum of intensity differences in a square neigh-
borhood of size (2ωLK + 1) of If (uf ) and Inf (unf ).
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Chapter 2: System Description

The tracking is performed using a pyramidal implementation of the iter-
ative Lucas-Kanade (LK) feature tracking method [6]. The LK algorithm is
based on three major assumptions. The first, named temporal persistence,
implies that the time increment between the two images is small enough such
that the location of a feature changes little from one image to another. This
is assured by the fact that the images If and Inf are taken in very short suc-
cession. Secondly, spatial coherence is assumed, meaning that neighboring
points in the first image (here If ) belong to the same surface and therefore
have similar motion and stay neighboring points in second image (here Inf ).
The third and final assumption, referred to as brightness constancy, stands
for the property that an object does not change in appearance from one
image to another and its brightness therefore remains similar.

If the above key assumptions hold true for an image pair I and a fea-
ture f ∈ Fraw, the tracker usually succeeds to track the feature in image
Inf . We collect these successfully tracked features in a subset of the raw
features, named Ftracked :

Ftracked = {f ∈ Fraw | f is successfully tracked} (2.12)

For successfully tracked features, their locations uf in image If and unf
in image Inf are known and the neighborhoods of both locations can be
compared to determine how similar they are. Very alike intensity values
in both neighborhoods indicate that the feature does not originate from
reflective material. In return, higher intensity values in the neighborhood
of uf suggest that the feature represents reflective material. We therefore
submit every tracked feature to an intensity difference check by evaluating
the mean value of the absolute intensity differences in a square neighborhood
of size (2ωID + 1) around uf in If and unf in Inf , according to

εID =

ωID∑
m=−ωID

ωID∑
n=−ωID

If (uf +m, vf + n)− Inf (unf +m, vnf + n)

(2ωID + 1)2
(2.13)

and we define a set of high-intensity difference features FHID as follows:

FHID = {f ∈ Ftracked | εID > λID} (2.14)

Tracked features for which instead εID ≤ λID are considered as to originate
from an area without reflective material and will not be further processed
in the detection of reflective vests. We collect them in a set of low-intensity
difference features FLID, according to:

FLID = Ftracked \ FHID (2.15)

The described approach of comparing the intensity values of the images
If and Inf relies on the successful tracking of features. If, in contrast, one

15



Chapter 2: System Description

or several of the key assumptions mentioned above are not verified for a
feature f ∈ Fraw, the LK feature tracker usually fails to track it. In the
case of features originating from reflective material, the brightness constancy
assumption is clearly violated as the intensity values in the neighborhood
of such a feature are much higher in the image If than in Inf , due to the
reflection of the IR flash. In most of the cases, the tracker is therefore unable
to find any suitable match in the image Inf and the feature is labeled as
untracked. We collect these untracked features in a subset of Fraw, named
Funtracked :

Funtracked = Fraw \ Ftracked (2.16)

We finally define a set of beliefed reflection-based features Freflex including
the untracked features as well as the tracked features that show a high
intensity difference in both images:

Freflex = Funtracked ∪ FHID (2.17)

It is worth noting that in contrast to the standard application of a feature
tracker, we in our detection scheme are not only interested in features that
can be successfully tracked. In fact, we also specifically identify features
that cannot be tracked as possible vest features, assuming that the reason
for the inability to track them is the violation of the brightness constancy
assumption.

However, there are two more reasons for which a feature might not be
tracked. First, the movement of an object in the image relative to the
background leads to the violation of the spatial coherence assumption, as
neighboring points in the image can have non-similar motion in this case.
Features that are detected near the border between such an object and the
background usually fail to be tracked and are therefore mistakenly included
in the set Freflex of reflection based features. Second, a feature that is
detected near the border of the image If can possibly be invisible in the
image Inf as it moves out of the field of view of the camera. This effect
can be minimized by limiting the feature detection process to the area of
pixels that has at least a distance of b pixels to the image border. Finally,
extreme camera movements that cause strong motion blur can result in a
high number of detected features that cannot be successfully tracked in the
image Inf and that also undesirably end up in the set Freflex.

Figure 2.8 shows the result of the feature tracking process and illustrates
that by constructing the feature set Freflex using the procedure described
above, the major part of raw features that do not correspond to reflective
vest features are eliminated.
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Figure 2.8: The figure illustrates the result of the feature tracking process. The image
brightness has been adapted to increase readability. Locations where a feature has
been detected are indicated by a cross in image If (above). The detection area in If
is restricted to the white bounding box to assure that detected features are still in the
camera’s FOV when taking image Inf (below), even under fast movement.
Features that have been successfully tracked (1–5, 7, 8 and 21) are represented in
white color in image If and the tracked locations are indicated by a corresponding
white cross in image Inf . All tracked features in the above example show very low
intensity difference and are therefore not considered as reflection based features.
Features that failed to be tracked (6 and 9–20) are marked as black crosses in image
If . Features 6, 11–15 and 20 failed to be tracked due to violation of the brightness
constancy assumption and are correctly identified as reflection based features (11–
15 represent a reflective vest and 6 and 20 a reflective metallic surface on a car).
Features 9, 10 and 16–19 could not be tracked due to the violation of the spatial
coherence assumption and will mistakenly be included in the set of reflection based
features.
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2.7 Feature Description

As presented in the last section, the feature set Freflex primarily contains
features that originate from the reflection of the IR light on a reflective mate-
rial. However, some cases have been discussed and illustrated in Figure 2.8 in
which non-reflective features were mistakenly included. Furthermore, among
the reflective materials that can appear in the scene it will be important to
distinct between the reflective vest markers and other reflective objects such
as metallic surfaces, windows, mirrors or different types of reflective markers
typically present in an industrial environment. Therefore, a classifier will
be introduced in the next section, able to compute the probability that a
feature f in Freflex belongs to a reflective vest.

The classifier will not directly evaluate the raw intensity values of the
image. Instead, a local image descriptor is computed for every feature in
Freflex. The image descriptor is a vector of Nr descriptor variables and is
extracted from a square image patch P of size ωP (s) centered around the
location uf where a feature was detected in image If . The patch size ωP (s)
of the image patch is a function of the feature scale s and is chosen to be:

ωP (s) = s+ ωP0 (2.18)

This ensures that the size of the patch from which the descriptor is extracted
linearly scales with the effective feature scale s but a minimum patch size
of ωP0 is guaranteed even for very small features.

Requirements for an appropriate descriptor include robustness to illumi-
nation changes, motion blur, viewpoint changes and noise as well as compu-
tational efficiency of the extraction process. Popular feature descriptors are
therefore often based on local intensity differences. State-of-the-art feature
descriptors that were found appropriate include SURF [7], BRIEF [8] and
BRISK [9].

2.7.1 SURF Descriptor

For the extraction of the SURF descriptor, the local image patch P is divided
into 4 × 4 square subregions of size ωP /4. The responses du and dv of a
horizontal and a vertical Haar wavelet of size ωP /10 are computed at 5× 5
regularly spaced locations inside every subregion (cf. Figure 2.9a). The
wavelet responses are then summed up to obtain a vector of four descriptor
variables per subregion,

rsub =
[∑

du,
∑

dv,
∑
|du|,

∑
|dv|
]

(2.19)

and the complete descriptor is expressed as the concatenation of the vectors
of all 4 × 4 subregions, resulting in the final SURF descriptor of Nr = 64
variables:

rSURF = [rsub1, rsub2, ..., rsub16] (2.20)
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In dividing the patch to be analyzed into subregions, the SURF de-
scriptor focuses on the description of the spatial distribution of intensity
gradients. The descriptor is invariant to an image intensity offset following
higher illumination and invariance to changes in contrast can be achieved
by turning the descriptor rSURF into a unit vector.

In addition, the SURF descriptor is designed to be rotation and scale
invariant. Yet, this property only holds true if the SURF descriptor is used
either in combination with the corresponding SURF feature detector or with
an alternative detector providing scale and orientation of detected features.
As the STAR feature detector (cf. Section 2.5) employed in our application
only provides a feature scale s but no orientation, our version of SURF lacks
rotation invariance. In literature, this unoriented SURF version is referred
to as upright SURF or U-SURF.

2.7.2 BRIEF Descriptor

The BRIEF descriptor was designed for very efficient computation and relies
on simple, pairwise image intensity comparisons. BRIEF is non-rotation
invariant and acts on a square patch of fixed size ωF . To obtain a quasi
scale invariant version of the descriptor, the patch P is scaled by the factor
ωF /ωP to obtain the patch P ′ whose size is adapted for the extraction of
the BRIEF descriptor. The method then defines a binary intensity test τF ,
acting on a smoothed version P ′σ of the scaled image patch P ′, obtained by
applying a Gaussian kernel with standard deviation σ:

τF (P ′σ, (u1,u2)) :=

{
1 if P ′σ(u1) < P ′σ(u2)

0 otherwise

}
(2.21)

with (u1,u2) the pair of sampling locations of which the intensity values are
compared. For a set of Nr different test location pairs (u1,u2)i, the BRIEF
descriptor is then defined as the string of binary variables according to:

rBRIEF =

Nr∑
i=1

2i−1 τF (P ′σ,u1,i,u2,i) (2.22)

The precomputed test locations are sampled from an isotropic Gaussian
distribution centered in the middle of the patch, according to Figure 2.9b.
The number Nr of test locations is typically 128, 256 or 512. For the same
reasons as described in the discussion of SURF, the BRIEF descriptor lacks
rotation invariance.

2.7.3 BRISK Descriptor

Like BRIEF, the BRISK descriptor is based on pairwise image intensity
comparisons. But in contrast to BRIEF, the sampling locations are not ran-
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Figure 2.9: Sampling patterns of the different feature descriptors: a) The SURF pat-
tern divides the image patch into 4×4 square subregions and the responses of horizontal
and vertical Haar wavelets are computed at 5×5 equally spaced locations in every sub-
region. b) The BRIEF sampling pattern defines Nr precomputed random test location
pairs, shown by a line connecting the two points, at which the intensity values are
compared. Source: Calonder et al., 2010 c) The BRISK sampling pattern: black points
indicate the sampling locations while the dashed circles indicate one standard deviation
of the Gaussian kernel used to smoothen the intensity values at the sampling locations.
Source: Leutenegger et al., 2011

domly distributed on the patch to be described. BRISK introduces a sam-
pling pattern consisting of several concentric circles, centered in the middle
of the patch P , as illustrated in Figure 2.9c. A total of NBK sampling
locations ui are distributed and equally spaced on the circles. Gaussian
smoothing is applied to the intensity values at all locations, with a standard
deviation σi proportional to the distance between two points on the respec-
tive circle. The smoothed intensity value at point ui is denoted P (ui, σi).
A set A of all NBK(NBK − 1)/2 sampling point pairs is defined as:

A = {(ui,uj) | i < NBK ∧ j < i} (2.23)

Based on A, a subset AS of short-distance pairings and a subset AL of
long-distance pairings are constructed, according to

AS = {(ui,uj) ∈ A | ‖ui − uj‖ < δmax}

AL = {(ui,uj) ∈ A | ‖ui − uj‖ > δmin}
(2.24)

with fixed thresholds δmax and δmin. The algorithm first computes a char-
acteristic direction gBK for the image patch P to be described, based on the
long-distance pairs:

gBK = [gBR,u, gBR,v]
T =

1

|AL|
·

∑
(ui,uj)∈AL

gBK(ui,uj) (2.25)

with

gBK(ui,uj) = (uj − ui) ·
P (uj , σj)− P (ui, σi)

‖uj − ui‖2
(2.26)
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The pattern is rotated by the angle γ = arctan2(gBR,u, gBR,v) around the
center of patch P , resulting in the rotated sampling point pairs (uγi ,u

γ
j ).

An intensity comparison test τK is then defined by

τK(P,uγi ,u
γ
j ) :=

{
1 if P (uγj , σj) > P (uγi , σi)

0 otherwise

}
(2.27)

and the final BRISK descriptor defined as the bit string resulting from the
concatenation of all binary short-distance test responses:

rBRISK =
∑

(uγi ,u
γ
j )∈AS

2i−1 τK(P,uγi ,u
γ
j ) (2.28)

In contrast to BRIEF and SURF, the BRISK descriptor is designed to be
rotation invariant even if the feature detector does not provide any feature
orientation, which is the case for the STAR algorithm.

2.8 Feature Classification

Based on the feature descriptors extracted according to Section 2.7, the
subsequent processing step aims at classifying the features f ∈ Freflex into
a set of vest features and a set of non-vest features. More precisely, we wish
to predict a probability p̂vest that a given feature f ∈ Freflex originates from
a reflective vest and classify it in either as vest or non-vest feature according
to p̂vest and a given threshold λvest. To do so, a binary classifier is trained by
a supervised learning approach. Supervised learning is a machine learning
technique in which a set of training samples are labeled with the desired
output value and fed to the learning algorithm during the training session.
In our case, the training samples are feature descriptors and the desired
output values are known class indexes that indicate whether the descriptor
corresponds to a reflective vest or not. Once trained, the classifier is then
expected to generalize, that is, to accurately predict the class output for an
unseen feature descriptor where no label is available.

We choose to employ a Random Forest [10] classifier, motivated by sev-
eral of its advantages compared to other classification techniques. First of
all, Random Forests can not only deal with classification but also regression
problems, a property that we will exploit in Section 2.9 where we aim at
estimating the distance between the camera and a given feature f based on
its feature descriptor r. Their application is also motivated by the compu-
tational efficiency in predicting an output value once supervised learning is
completed. Finally, Random Forests have shown high performance in image
classification [11, 12] and they have the potential for parallel implementa-
tion. The latter can become very important when it comes to accelerate
the supervised learning process, especially if the training material contains
a large number of samples.
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A Random Forest is an ensemble of decision trees [13]. It obtains a pre-
diction of the output variable by averaging together the predictions of the
individual trees in the forest. All the decision trees are different from each
other and every tree is only a weak classifier that tends to overfit the training
data used during supervised learning. But by aggregating the predictions
of all the individual trees, the forest achieves much higher accuracy in pre-
dicting the output variable compared to single decision trees. In machine
learning terms, variance is reduced while bias is kept low when comparing
the Random Forest to the individual decision trees.

2.8.1 Training the Random Forest

Let R be a data set of NR local image feature descriptors r[i], i = 1, ..., NR
with corresponding binary class labels c̃[i] that take the value 1 if the re-
spective descriptor corresponds to a reflective vest feature and 0 otherwise.

Every feature descriptor r[i] is a vector of Nr descriptor variables r
[i]
j , with

j = 1, ..., Nr. A descriptor variable can take a numerical value, as in the
case of the SURF descriptor, or be categorical as in the case of the binary
BRIEF and BRISK descriptors.

Supervised learning of a Random Forest is performed by recursively
growing Ntr individual decision trees based on the training data. Random-
ization of the trees is accomplished by two means, first by a random excerpt
of the training data used to train an individual tree and by the random
selection of a subset of all descriptor variables that a tree might split the
data on. A different training set Rm of feature descriptors is created for
every tree m, by randomly sample NR elements from the dataset R with
replacement. Using this technique, referred to as bootstrapping, only about
two-third of the elements in R are included in the training set Rm of the
m-th tree, some of them with multiple copies. The remaining one-third of
labeled feature descriptors is used as a test set and serves to estimate the
classification error during supervised learning.

A training algorithm is then used to grow the individual trees of the
forest. At each node k in tree m, the corresponding set of image descriptors
Rm,k is split into two subsets R′m,k and R′′m,k, corresponding respectively
to the left and right child node. Whether during the split a descriptor
r ∈ Rm,k is placed in R′m,k or R′′m,k depends on the value that one of its
Nr descriptor variables take. The choice of the variable index j to base
the split on is limited to a randomly chosen subset of candidates from all
Nr descriptor variables, usually of size

√
Nr, whereby the subset is different

for every tree in the forest. The best choice among the candidates is then
chosen by evaluating the variable leading to the highest information gain

∆E = −
|R′m,k|
|Rm,k|

ξ(R′m,k)−
|R′′m,k|
|Rm,k|

ξ(R′′m,k) (2.29)
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where | · | denotes the number of elements in a set and ξ(R′m,k) and ξ(R′′m,k)
impurity measures for the sets R′m,k and R′′m,k. Three different measures are
commonly adopted in binary classification problems to measure the impurity
of a set Rm,k at a given node k, namely the entropy,

ξE(Rm,k) = −
1∑

n=0

qn · log2(qn) , (2.30)

the gini index,

ξG(Rm,k) = 1−
1∑

n=0

q2n , (2.31)

and the misclassification error,

ξM (Rm,k) = 1−max{q0, q1} (2.32)

where qn denotes the fraction of descriptors r in set Rm,k whose class label c̃
is n. An impurity measure of ξ(Rm,k) = 0 implies that the set of descriptors
Rm,k contains only elements with the same class label. Figure 2.10 depicts
the characteristics of the three different impurity measures. In our work, we
employ the gini index to measure the impurity of a feature set.

The way a set Rm,k is split into two subsets depends on the type of the
descriptor variable the split is based on. If the type is numerical (e.g. SURF
descriptor), a random threshold λk is chosen at node k and a split on the
j-th descriptor variable is performed by:

R′
m,k = {r ∈ Rm,k | rj > λk}

R′′
m,k = {r ∈ Rm,k | r /∈ R

′
m,k }

(2.33)
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Figure 2.10: Impurity measures used in the Random Forest classifier
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If instead the descriptor variable is categorical, a random subset Qk of all
values that rj can take is chosen and the split on the j-th variable is accom-
plished by:

R′
m,k = {r ∈ Rm,k | rj ∈ Qk}

R′′
m,k = {r ∈ Rm,k | r /∈ R

′
m,k }

(2.34)

Using this approach, the tree is grown by iteratively splitting the dataset
until either a specified depth is reached or one of the created subsets R′m,k
and R′′m,k is empty.

2.8.2 Predicting with the Random Forest

Once the model of the classifier is established through supervised learning,
the classification of a feature f ∈ Freflex is performed by propagating its
descriptor r down every tree of the forest until it is placed in a leaf node.
The propagation path is given by the learned model of the tree. For each
node k, the model specifies the index j of the descriptor variable and the
threshold λk (numerical variables) or class subset Qk (categorical variables)
on which the decision to propagate the sample to the left or right branch
is based. After the sample reached a leaf node, the class prediction ĉm of
the m-th tree is given by the majority of class labels of the training samples
that were placed in the same leaf node during the learning phase.

The classification of a feature with the Random Forest classifier provides
Ntr individual class votes ĉm, one per each tree in the forest. A vote cm = 1
indicates that the m-th tree votes for a reflective vest feature while ĉm = 0
means that the tree votes against a vest. A probability that a descriptor
r represents a reflective vest can then be inferred from the Ntr individual
class votes by dividing the number of trees voting for a reflective vest by the
total number of trees Ntr in the forest:

p̂vest =
1

Ntr

Ntr∑
m=1

ĉm (2.35)

Finally, we classify the features f ∈ Freflex with a high probability p̂vest in
a set Fvest, according to:

Fvest = {f ∈ Freflex | p̂vest > λvest} (2.36)

Simultaneously, we collect all other features, the ones with low probability
p̂vest, together with the set FLID of previously rejected features (see Fig-
ure 2.1 and Eq. 2.15) in a set of non-vest features Fnon−vest that will not be
further processed:

Fnon−vest = (Freflex \ Fvest) ∪ FLID (2.37)
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2.9 Distance Estimation

The same local feature descriptors r used for feature classification described
in the last section are employed to estimate the distance between a feature
f ∈ Fvest and the camera. Again, supervised learning is performed, this time
to train a Random Forest regressor on a set of descriptors that are labeled
with the ground-truth distance between the camera and the reflective vest
that caused the appearance of a given vest feature. The trained regressor
model is then applied to obtain a distance estimate d̂ for descriptors of
unseen features.

Let us again call R a training data set consisting of NR feature descrip-
tors r[i]. The training set only contains feature descriptors that actually
correspond to reflective vest features. Every descriptor r[i] is assigned a
ground-truth distance label d̃[i] indicating the distance between the camera
and the reflective vest that caused the appearance of feature f [i] in image If .

The supervised learning algorithm for the Random Forest regressor is
similar to the one applied to train the classifier described in Section 2.8.
Yet, the impurity measure ξ of a data set Rk at node k has to be adapted
to the case of regression, where the variance of the distance labels d̃[i] of all
descriptors in R is used, according to:

ξ(Rk) =
1

|Rk|
∑

r[i]∈Rk

(d̃[i] − d̄)2 with d̄ =
1

|Rk|
∑

r[i]∈Rk

d̃[i] (2.38)

With the regressor successfully trained, the distance estimation for an
unseen feature f is performed by propagating its descriptor r down every
tree of the forest until it is placed in a leaf node. The distance estimate
d̂m of the m-th tree is given by the average value computed from the labels
of all feature descriptors that were placed in the same leaf node during the
learning phase. The final distance estimate d̂ of the forest is the average
value of all individual tree estimates, d̂m:

d̂ =
1

Ntr

Ntr∑
m=1

d̂m (2.39)
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2.10 3D Position Estimation

In Section 2.4, a projective function h(u) was introduced (see Eq. 2.6) that
maps a pair of image coordinates u of the unwrapped image If to a unit
vector in the camera reference frame. This unit vector points into the di-
rection of the object that caused the intensity value If (u). Thus, for every
detected vest feature we can obtain an estimate of the 3D position in the
camera reference frame by projecting the location uf where the feature f
was detected in If to a unit vector in 3D space and by multiplying the length

of the vector by the corresponding distance estimate d̂.

p̂ = d̂ · h(uf ) (2.40)

The position estimation is carried out for all features that were classified as
vest features and collected in the set Fvest.

2.11 Vest Tracking

Until now, the detection of a reflective vest focused on the processing of a
single image pair I = (If , Inf ), consisting of an image taken with IR flash
and an image taken without flash. The result of the detection process is a
feature set Fvest in which for every feature f a 3D position estimate p̂ was
estimated.

As stated in the introduction, the ultimate goal of our application is to
keep track of the position of a person wearing a reflective vest, relative to
the camera. Yet, this quantity generally evolves over time and cannot be
measured directly with a single camera setup. Rather, the algorithm has
to rely on the position estimates p̂ that were obtained by regression with a
Random Forest. The regressor tries to model the process by which certain
image patterns are generated in the acquired images when the camera system
observes a reflective vest. This process of image acquisition is corrupted
with noise, resulting in random variation of brightness information in the
acquired image material that the regressor is unable to learn. Furthermore,
a finite number of observations, namely the training material, is given to
learn the image formation process. Both circumstances lead to the fact that
the position estimates p̂ obtained by regression are subject to uncertainty.

For the named reasons, it is important to represent uncertainty when it
comes to incorporating the available information into a tracking algorithm.
Here, we will adopt the statistical approach provided by Bayesian filtering
and introduce the recursive Bayesian filter in Section 2.11.1. The recursive
Bayesian filter builds the basic framework of the particle filter that is em-
ployed in our application to perform tracking of reflective vests and we will
discuss its application in Section 2.11.2.

We will now adapt the notation to the scenario where image pairs I
are repeatedly acquired and we denote It the image pair acquired at time
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step t ∈ Z. Please note that despite being a time index, we will refer to

t as the time. We further denote p̂
[i]
t the estimated position corresponding

to feature f [i] ∈ Fvest at time t and introduce the set Pt of all position
estimates obtained at the same time t, according to

Pt =
{
p̂
[i]
t | i = 1, ..., NPt

}
(2.41)

where NPt is the number of position estimates obtained at time t. NPt
simply equals the size of the set Fvest at time t. In the remainder of this
chapter, we will refer to p̂t as a single observation and to Pt as the set of
observations at time t.

We further introduce the state vector st, which represents the set of
quantities that will be recursively estimated by the vest tracking algorithm.
In addition to the position pt = [xt, yt, zt]

T of a reflective vest at time t, the
state also includes its velocity in the camera reference frame, denoted by the
ensemble ṗt = [ẋt, ẏt, żt]

T :

st =

[
pt
ṗt

]
=



xt
yt
zt
ẋt
ẏt
żt

 (2.42)

The estimation of the velocity of an observed reflective vest will allow to
make a better prediction of the state transition from st to st+1, as it is done
in the motion model described in Section 2.11.2.

2.11.1 Recursive Bayesian Filter

A recursive Bayesian filter tries to estimate the state st of a system by
exploiting all the available observations. In our case, the state st contains
the position and velocity of a reflective vest in the camera reference frame
and the observations are given by the set Pt. The uncertainty over the exact
state at time t is modeled by a probability distribution over st that we will
refer to as the belief Bel(st). The belief represents the probabilistic density
function (PDF) over the state variable st, conditioned on all observations
that were made until time t, which is in our case:

Bel(st) = p(st|P1,P2, ...,Pt) (2.43)

Under the Markov assumption, the recursive Bayesian filter provides a mech-
anism to recursively update the belief every time a new set of observations
Pt is available. The Markov assumption, also referred to as the complete
state assumption, postulates that if the state st−1 is known, the observation
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Pt is conditionally independent from all observations obtained until time t.
Given the belief Bel(st−1) and a new set of observations Pt, the filter first
achieves a predictive belief of the state st at time t, named Bel(st). This
step is referred to as the prediction:

Bel(st) =

∫
p(st|st−1) Bel(st−1) dst−1 (2.44)

The term p(st|st−1) is referred to as the state transition probability and
represents the probabilistic description of the system’s motion model, st =
ψMotion(st−1). The motion model describes how the state st of the system
evolves over time due to the system’s dynamics. The predictive beliefBel(st)
is then corrected by incorporating the set of observations Pt to obtain the
belief Bel(st). This step is referred to as either correction or update.

Bel(st) = αt p(Pt|st) Bel(st) (2.45)

Here, αt is a normalization factor. The term p(Pt|st) is the measurement
probability and represents the probabilistic description of a measurement
model which is of the form p̂t = ψMeasurement(st). The measurement model
describes the formation process of a position estimate p̂t for a given state st.
In contrast, the measurement probability p(Pt|st) represents the likelihood
of making a set of observations Pt under the assumption that the state of
the system is st.

2.11.2 Particle Filter

In this application we employ a particle filter which is a non-parametric
implementation of the recursive Bayesian filter. In a particle filter, the
belief distribution Bel(st) is approximated by a set of Np samples, called
particles, according to

Bel(st) ≈ St =
{〈
s
[k]
t , w

[k]
t

〉
| k = 1, ..., Np

}
(2.46)

where s
[k]
t denotes a state hypothesis and w

[k]
t a weight, called importance

factor. The implementation of the Bayes filter is accomplished using a pro-
cedure called sequential importance resampling (SIR) [14]. Let us consider

the particles 〈s[k]t−1, w
[k]
t−1〉 ∈ St−1, representing the belief Bel(st−1), and a

set of observations made at time t, named Pt. A predictive particle set St,
representing the predicted belief Bel(st) according to Eq. 2.44, is obtained

by applying the motion model to all the state hypotheses s
[k]
t−1 individually:

s
[k]
t = ψMotion(s

[k]
t−1) (2.47)

The update step, according to Eq. 2.45, is then accomplished in two steps.

First, an importance factor w̃
[k]
t is computed for every predicted state s

[k]
t .
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The weight w̃
[k]
t represents the likelihood of making the set of observations

Pt given the state s
[k]
t , according to the measurement probability:

w̃
[k]
t = p(Pt|s[k]t ) (2.48)

The weights w̃
[k]
t are then normalized in order to sum to unity:

w
[k]
t =

w̃
[k]
t∑Np

j=1 w̃
[j]
t

(2.49)

Finally, the set of particles St is obtained by resampling with replacement Np

particles from the predicted set St according to the importance factors w
[k]
t .

St =
{〈
s
[k]
t , w

[k]
t

〉
| i = 1, ..., Np

}
with p(s

[k]
t = s

[k]
t ) = w

[k]
t (2.50)

While different techniques exist to perform the resampling procedure, we
employ the approach named low variance resampling as proposed in [15].

At time t = 0, an initial particle set S0 is generated by uniform distri-
bution of the particles in the state space which has lower and upper limits
specified by two vectors smin and smax. If during a state transition from
t − 1 to t a particle’s state st falls out of the bounds, it is re-initialized by
sampling again from the same uniform distribution.

Finally, given the particle set St at time t, an estimate of the position of
an observed person can be obtained using the weighted mean of the particle
states:

ŝt =

Np∑
k=1

w
[k]
t s

[k]
t (2.51)

Particles filters show several important advantages over other techniques
aiming at representing the belief distribution in recursive state estimation.
First of all, particle filters can represent arbitrary belief distributions, due
to the fact that the belief is not described by a parametric model but ap-
proximated by the density of a set of samples, the particles. In addition, the
performance and computational complexity of the algorithm is adjustable
by the choice of the number of particles Np. Particle filters also focus their
computational resources on the regions in the state space where states have
high probability, which is very beneficial for resource-constrained real-time
applications.
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Motion Model

As stated above, the motion model is a function st = ψMotion(st−1) that
predicts the state at time t based on the known state at time t− 1 using a
description of the system dynamics. In our case, a possible change of the
state st can be caused by two sources, namely movement of the camera and
movement of the observed person wearing the reflective vest. We therefore
split the motion model into two parts, representing the motion of the camera
and the observed vest respectively.

ψMotion(st) = ψMotion,Cam(st) +ψMotion,V est(st) (2.52)

The possible movements of the observed person in an industrial environment
are vast and include walking at constant speed, accelerating in any direction
or performing abrupt turns or twists. Furthermore, a person can move by
means of a vehicle. To successfully keep track of an observed person, the
motion model applied in the particle filter needs to be able to represent all
these different motion types in a probabilistic way. The model also has to
cope with the fact that no sensory input at all is provided that could be
used to predict the change in position between two time steps.

In our approach, we approximate the motion of a person that is observed
by the system. We assume that between two times steps, a person performs
a straight movement at constant speed. To take into account that a person
might change its speed as well as the direction of movement, we allow abrupt
changes of the velocity vector ṗt = [ẋt, ẏt, żt]

T at the time steps t. Thus, we
obtain the following linear motion model:

ψMotion,V est(st) = Dst + νsystem (2.53)

with

D =

[
I3×3 f−1a · I3×3

03×3 I3×3

]
and νsystem =



0
0
0

N (0, σẋ)
N (0, σẏ)
N (0, σż)

 (2.54)

where D denotes the system’s dynamics matrix, fa the image pair acquisi-
tion rate, νsystem a white noise vector, referred to as the system noise, and
N (0, σ) a random number drawn from a zero-mean normal distribution with
standard deviation σ.

In our case, the system noise vector νsystem models the uncertainty about
the change in speed and change in direction of movement that the observed
person may accomplish. It strongly influences the filter’s ability to cope with
abrupt movements and accelerations of the observed person. The choice of
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σẋ, σẏ and σż is a trade-off, as too low values lead to a high inertia of
the particles while too high values result in a constant defocusing from the
tracked object.

The second source of relative motion between the camera and an ob-
served person is the movement of the camera itself. At the moment, no
sensory input is provided to the system concerning the motion of the cam-
era. However, information about its translational and rotational movement
would be highly beneficial in order to predict the change of an observed
person’s position in the reference frame attached to the camera. Several
hardware extensions that will be included in future versions of the camera
system and that will provide the algorithm with motion-related information
are discussed in Chap. 6. In the current implementation, we model the ad-
ditional uncertainty arising from camera motion with increased values for
the system noise included in Eq. 2.53.

Measurement Model

The measurement model relates the set of observations Pt to the state vector
st by a function p̂t = ψMeasurement(st). An equivalent probabilistic repre-
sentation is given by the measurement probability, denoted p(p̂t|st), which
describes the likelihood to make a single observation p̂t assuming that the
state of the system is st. The measurement probability has to incorporate all
the sources of uncertainty that exist in the formation process of a measure-
ment p̂t. Sources of errors include measurement noise due to noisy image
material as well as erroneous distance estimation by the regressor. Here, we
assume that the different errors are Gaussian distributed.

Figure 2.11 depicts the characteristic shape of the measurement prob-

ability p(p̂t|st) in the x/z-plane for three different states s
[0]
t , s

[1]
t and s

[2]
t .

The measurement probability of each state is represented with iso-lines at
one and two standard deviations of a multivariate normal distribution. Due
to the processing scheme employed to obtain a position estimate p̂t, the mea-
surement uncertainty is different in radial and tangential direction and rep-
resented respectively by the standard deviations σrad and σtg. Uncertainty
in radial direction mainly originates from the estimation error committed
by the distance regressor. In contrast, the variance in the detection of the
tangential position arises from the fact that a reflective vest feature detected
in the input images is not necessarily situated in the center of the reflective
vest. Finally, measurement noise in the image material causes uncertainty in
both directions as it influences the complete processing chain. Experimental
results show that the values of σrad and σtg are relatively constant over the
whole sensor range.

As it will be shown in Chap. 3, the distance predictions d̂, estimated by
the Random Forest regressor, are further prone to a systematic error, called
bias, which is characterized by a constant overestimation of the distance at
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Figure 2.11: 2D representation of the characteristic measurement probability p(p̂t|st)
for three different example states s

[0]
t , s

[1]
t and s

[2]
t . The camera system is located at the

origin. The measurement probability is modeled by a multivariate normal distribution
with specific standard deviations σrad and σtg for the radial and tangential direction
and with a mean value µt that takes the bias of the distance estimator into account.
The iso-lines show one and two standard-deviations.

short ranges and underestimation at higher ranges. In between, the bias
evolves approximately linearly with the distance and thus we model it by a
linear error function ε(d) = Abias · d+Bbias.

To establish the measurement model, the parameters Abias, Bbias, σrad
and σtg are experimentally determined. A covariance matrix Σ0 is defined
that corresponds to the uncertainty of observations for states st situated on

the camera’s optical axis (cf. state s
[0]
t in Figure 2.11):

Σ0 =

 σ2tg 0 0

0 σ2tg 0

0 0 σ2rad

 (2.55)

The likelihood to make a single observation p̂t, under the assumption of
state st, is then given by the multivariate Gaussian function

p(p̂t|st) =
1

(2π)3/2|Σ|1/2
exp

(
−1

2
(p̂t − µt)TΣ−1(p̂t − µt)

)
(2.56)

where the covariance matrix Σ is obtained by rotation of Σ0 so that the
axis of Σ corresponding to σrad points in the radial direction. The center µt
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of the Gaussian function is determined by making use of the distance error
function ε(d), according to

µt =

(
1 +

ε(||pt||)
||pt||

)
pt (2.57)

where pt denotes the vector containing the first three elements of the state
vector st, according to Eq. 2.42.

Finally, the complete measurement model defines the likelihood to make
the full set of observations Pt, given the state st. Under the assumption that

the noise in the individual measurements p̂
[i]
t is independent, it is obtained

by the product of the individual measurement likelihoods p(p̂t|st):

p(Pt|st) =

NPt∏
i=1

p(p̂
[i]
t |st) (2.58)

Extensions to the basic Particle Filter

Two major extensions to the basic particle filter algorithm have proven
to be effective for good tracking performance. They address two issues
encountered during the evaluation of the system, namely the decrease in
particle diversity and the data association problem.

As described in Sec. 2.11.2, particle resampling is performed according
to the importance factors assigned to individual particles. Particles with
high weights are probable to be resampled several times while particles with
low weights might not appear at all in the generated particle set. After
performing several resampling steps, this can lead to an effect referred to as
sample impoverishment where diversity in the population of the state space
is drastically reduced. The problem does usually not occur if the system
noise included in the motion model (see Eq. 2.54) is large enough. If this
is not the case, a certain degree of diversity can be introduced by artificial
means. A simple method to do so is called roughening [14]. In roughening,
the particles are perturbed after each resampling step by adding a random
jitter drawn from a zero-mean normal distribution. The standard deviation
σjitter of the m-th state component is proposed to be:

σjitter,m = (Kjitter · (smax,m − smin,m) ·Np)
− 1
D (2.59)

where Kj is a constant tuning parameter, Np the number of particles, smin
and smax the limits of the state space and D the state space dimension (here
D = 6). Experiments have shown a slight increase in performance of the
tracking algorithm when applying roughening.

A second extension concerns the measurement model introduced in
Section 2.11.2. In its present form, the model assumes that every incoming
measurement is the result of the observation of a reflective vest. For a state
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hypothesis s
[k]
t to receive a high weight, all measurements provided in the

set of observations Pt must obtain high individual likelihoods p(p̂
[i]
t |st), a

fact which is expressed by the product rule applied in Eq. 2.58. However,
despite classification, the set Fvest occasionally contains features that do not
originate from a reflective vest. Typically, this occurs if a reflective object
in the scene appears very similar in shape to the reflectors of a vest and
therefore classification fails. We address this problem by introducing a data

association mechanism. When calculating the weight w
[k]
t of a particle s

[k]
t ,

measurements are only considered if the Mahalanobis distance between the
particle position pt and the measurement p̂t, defined by

dM (p̂t,pt) =
√

(p̂t − pt)TΣ−1(p̂t − pt) (2.60)

is smaller than a threshold λM . Here, Σ denotes again the rotated covariance
matrix introduced in Eq. 2.56. Good performance results have been achieved
with λM = 3.
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The reflective vest detection and tracking system is evaluated in four differ-
ent test scenarios as listed in Table 3.1. The evaluation is carried out for
distances up to 10 m as this represents the limit of ranges at which vests can
be detected with the current hardware in use. A sensor unit consisting of the
camera system and a 2D laser range scanner (SICK LMS-200), both fixed to
a solid mechanical frame, is used for the data acquisition (cf. Figure 3.1a).
An extrinsic calibration was carried out to obtain the position and orienta-
tion of the laser range scanner relative to the camera [16]. The sensor unit
is mounted at a height of approximately 1.5 m on a mobile platform with
four hard rubber wheels (cf. Figure 3.1b). The evaluation scenarios are all
situated in even terrain in order to facilitate the extraction of ground-truth
data. An evaluation of the system on uneven ground is left to future work.

3.1 Preprocessing

Several training and validation data sets are acquired for each scenario by
simultaneously recording the raw camera images and the 2D laser readings.
Figure 3.2 illustrates the characteristic appearance of the image material
acquired in the different data sets. During the acquisition of all sets, a single
person wearing a reflective vest is always in the field of view of the camera

Scenario Environment

1 Indoors, warehouse-like environment
2 Outdoors, car parking area, clear weather conditions
3 Outdoors, car parking area, direct sunshine into the camera
4 Outdoors, storage yard, light snowfall

Table 3.1: Test scenarios featured in the evaluation of the system
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a) b)

Figure 3.1: The figure shows the hardware setup used for data acquisition, consisting
of a) the measurement unit with camera system and laser range scanner and b) the
4-wheeled mobile platform to which the measurement unit is attached.

and walking around in a distance range up to 10 m. The mobile platform is
in constant motion at a speed of approximately 0.5 m/s. One data set per
scenario is held back for evaluation purposes while the remaining sets served
as training data. Table 3.2 summarizes the values of the different system
parameters used in the evaluation setup.

All the acquired data sets are preprocessed to detect the set of raw
features Fraw and to extract the corresponding local image descriptors r. An
upright SURF descriptor of 64 floating point variables, a BRIEF descriptor
of 256 binary variables, and a BRISK descriptor of 512 binary variables are
extracted for every feature. A ground-truth class label c̃ is manually assigned
to each descriptor indicating whether it corresponds to a vest feature (label
c̃ = 1) or not (label c̃ = 0). Furthermore, the ground-truth distance and
position of the person wearing the reflective vest is extracted from the laser
readings and assigned to the descriptors.

Supervised learning is applied to obtain the models of the feature classi-
fier and the distance regressor. We train a Random Forest classifier on 50k
extracted image descriptors and the corresponding labels to obtain the clas-
sifier model described in Section 2.8. Likewise, we train a Random Forest
regressor on 30k image descriptors labeled as vest features and the cor-
responding ground-truth distance between the camera and the person to
obtain the model of the regressor model described in Section 2.9.

The evaluation is then performed by processing the validation data set
of each scenario and comparing the obtained results with the ground-truth
labels assigned during preprocessing.
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a)

b)

c)

d)

Figure 3.2: The figures illustrate the typical characteristics of the images If acquired
in the different test scenarios. a) Scenario 1 with ideal dark background and bright
reflectors b) Scenario 2 with average intensity values slightly increased c) Scenario
3 with heavily increased intensity values and various lens artifacts making the vest
detection much more challenging d) Scenario 4 with several high intensity areas arising
from the reflection of the IR flash on snowflakes near the camera unit.

37



Chapter 3: Results

Parameter Description Value

fa Image pair acquisition rate ∼15 Hz
ta Time delay between the acquisition of If and Inf ∼35 ms
W ×H Dimensions of the unwrapped input images If and Inf 600x240 Pixel
b Feature detection window border size 40 Pixel
ωLK Half window size of the LK feature tracker window 7 Pixel
ωID Half window size for the intensity difference check 5 Pixel
λID Threshold for the intensity difference check 30.0
ωP0 Minimum patch size for descriptor extraction 8 Pixel
Ntr Number of trees in the random forest classifier/regressor 20
λvest Vest classification threshold 0.5
Np Number of particles in the particle filter 1000
σ2
ẋ, σ

2
ẏ, σ

2
ż Variance of the motion model uncertainty 0.25

σ2
rad Variance of the radial measurement uncertainty 0.52

σ2
tg Variance of the tangential measurement uncertainty 3.02

Abias/Bbias Measurement model bias correction parameters -1.0/0.5
Kjitter Particle roughening tuning factor 0.2
λM Mahalanobis distance threshold for outlier elimination 3.0

Table 3.2: Values of the various system parameters used for the evaluation setup

Scenario Average Features
per Image If

Portion of
Vest Features

Vest Detection
Rate

1 2.35 100.00% 98.73%
2 5.26 53.85% 95.23%
3 56.72 4.03% 88.37%
4 2.83 96.48% 90.44%

Table 3.3: The table shows the result of the feature detection process for the different
test scenarios. The portion of vest features indicates the percentage among all de-
tected features that actually corresponds to a reflective vest. Finally, the detection rate
represents the number of input images If in which a reflective vest is at least identified
by one raw feature divided by the total number of input images.

3.2 Feature Detection

To evaluate its performance, the feature detector (Section 2.5) is applied
on each image If in a validation data set, resulting in a set of raw features
Fraw. If a reflective vest is identified with at least one feature f ∈ Fraw
the detection process for image If is declared successful. The vest detection
rate is defined as the ratio between images in which the vest is successfully
detected and the total number of images in the data set. Table 3.3 shows
the results of the feature detection process for the different scenarios. The
average number of features per image indicates the mean size of the feature
set Fraw over the entire dataset while the portion of vest features is the ratio
of features f ∈ Fraw that were manually labeled as vest features.
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3.3 Feature Classification

In a second step, we evaluate the system’s ability to correctly split the set
of detected features Fraw into a set of vest features Fvest and a set of non-
vest features Fnon−vest. The evaluation assesses the performance of several
processing steps as a group (cf. Fig. 2.1, namely the feature tracking and
intensity check (Section 2.6), the feature description (Section 2.7) and the
feature classification (Section 2.8). Every set of raw features Fraw detected
in the series of images If is processed to obtain a corresponding set of pre-
dicted vest features Fvest. The set of predicted non-vest features is defined
as Fnon−vest = Fraw \ Fvest. The result of the binary classification into vest
and non-vest features is then compared to the ground-truth label manually
assigned during preprocessing.

In order to assess the performance of the classification, we divide the
classified features into four categories:

• True Positives (TP):
Features f ∈ Fraw correctly assigned to Fvest
• True Negatives (TN):

Features f ∈ Fraw correctly assigned to Fnon−vest
• False Positives (FP):

Features f ∈ Fraw incorrectly assigned to Fvest
• False Negatives (FN):

Features f ∈ Fraw incorrectly assigned to Fnon−vest

Using this terminology, we introduce the precision, a quantity that repre-
sents the fraction of features in Fvest that effectively corresponds to vest
features:

Precision =
TP

TP + FP
(3.1)

Additionally, we introduce the quantity named recall which is the fraction
of effective vest features that is correctly classified:

Recall =
TP

TP + FN
(3.2)

We finally define the classification accuracy which represents the overall
fraction of correctly classified features:

Accuracy =
TP + TN

TP + FP + TN + FN
(3.3)

The classification performance for the different scenarios is evaluated ac-
cording to the above measures. Scenario 1 is situated in a perfect indoor
environment with no other IR light source than the IR flash and no other
reflective objects than the reflective vest. Therefore, the set of raw features
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Figure 3.3: The figure shows the accuracy of the binary classification of raw features
f ∈ Fraw into a set of vest features Fvest and a set of non-vest features Fnon−vest for
scenario 1. The curves show the results of classification based on the three different
feature descriptors SURF, BRIEF and BRISK and for a varying classification threshold
λvest. The case λvest = 0 corresponds to the situation where all features in Freflex

are considered as vest features (Fvest = Freflex).

Fraw contains only items that truly correspond to vest features and conse-
quently we have FP = 0, TN = 0, Precision = 1 and Accuracy = Recall. For
this reason, only an accuracy graph with variable threshold λvest is shown
for scenario 1 (see Figure 3.3).

Scenarios 2–4 feature image material acquired outdoors, with other re-
flective material than the reflective vest in the scene, including metallic
surfaces, windows or even snowflakes. Furthermore, the IR irradiation of
the sun produces images with higher average intensity values. Under these
circumstances, the feature set Fraw contains both vest and non-vest fea-
tures and the performance of the classification is most accurately assessed
by precision-recall graphs, according to Figure 3.4.

3.4 Distance and Position Estimation

The trained model of the random forest regressor (Section 2.9) is applied
to obtain a distance estimate for every predicted vest feature in Fvest. The
distance estimate combined with the feature coordinates uf = (uf , vf ) are
then used with the intrinsic camera model to compute 3D position estimate
according to Section 2.10. The resulting distance and position estimates per
feature are compared to the ground-truth labels and the resulting estimation
errors are shown in Figure 3.5–3.8.
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Figure 3.4: The figures show precision-recall curves obtained by classifying the raw
features f ∈ Fraw into a set of vest features Fvest and a set of non-vest features
Fnon−vest based on the three different feature descriptors SURF, BRIEF and BRISK.
The curves are obtained by varying the classification threshold λvest between 0 and 1.
The point labeled with λvest = 0 (circle) represents the case where no classification with
the classifier described in Section 2.8 is applied and Fvest is obtained by considering all
the features f ∈ Freflex as vest features.
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Distance Estimation Error: Scenario 1
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Distance Estimation Error: Scenario 2
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Figure 3.5: Distance estimation error for the scenarios 1 and 2 at different distances
ranges. The indications SF (SURF), BF (BRIEF) and BK (BRISK) specify the image
descriptor on which the estimation is based.
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Distance Estimation Error: Scenario 3
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Distance Estimation Error: Scenario 4
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Figure 3.6: Distance estimation error for the scenarios 3 and 4 at different distances
ranges. The indications SF (SURF), BF (BRIEF) and BK (BRISK) specify the im-
age descriptor on which the estimation is based. Missing plots indicate that the vest
detection failed and no distance estimation could be performed.
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Position Estimation Error: Scenario 1
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Position Estimation Error: Scenario 2
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Figure 3.7: Absolute position estimation error for the scenarios 1 and 2 at different
distances ranges. The indications SF (SURF), BF (BRIEF) and BK (BRISK) specify
the image descriptor on which the estimation is based.
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Position Estimation Error: Scenario 3
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Figure 3.8: Absolute position estimation error for the scenarios 3 and 4 at different
distances ranges. The indications SF (SURF), BF (BRIEF) and BK (BRISK) specify
the image descriptor on which the estimation is based. Missing plots indicate that the
vest detection failed and no distance estimation could be performed.
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3.5 Vest Tracking

Finally, an evaluation of the particle filter based vest tracking algorithm is
carried out. Two quantities are observed in the evaluation, the ability of
the algorithm to consistently keep track of the reflective vest in the scene
as well as the ability to accurately estimate the position of the vest in cases
where it is considered as successfully tracked.

To decide whether a vest is tracked, a characteristic measure for the
spread of the particles in the state space is elaborated. At any time step
t, we perform a Principal Component Analysis (PCA) by eigenvalue de-
composition of the 6 × 6 sample covariance matrix computed from all the

Np individual particle states s
[i]
t . The highest eigenvalue, representing the

variance on the principal axis of the state space, is used as a measure for
the spread of the particles. We refer to this measure as the particle spread
Λ(st) and consider a vest as tracked if Λ(st) < λspread = 5m2. We define
the Tracking Rate (TR) as the ratio between the sum of time intervals in
which the reflective vest is successfully tracked and the total length of the
sequence featured in a given scenario.

Only if at a given time t a vest is considered as tracked, a final state
estimate ŝt is computed using the weighted mean of the particle states ac-
cording to Eq. 2.51. We define the Mean Absolute Error (MAE) as the
average value of the absolute error that is committed in estimating the posi-
tion of the reflective vest over the ensemble of images featured in a scenario.

Table 3.4 shows the results of the feature tracking process for the dif-
ferent test scenarios. Figure 3.9–3.10 illustrate the temporal evolution of
the distance and position estimation error as well as for the particle spread.
The results shown in the figures correspond to reflective vest tracking based
on the SURF descriptor, as it showed the best average performance over
the different data sets. The respective results for the BRIEF and BRISK
descriptors are presented in Figure A.1–A.4 in the Appendices.

Descriptor Scenario 1 Scenario 2 Scenario 3 Scenario 4

TR MAE TR MAE TR MAE TR MAE
[%] [m] [%] [m] [%] [m] [%] [m]

SURF 93.54 0.43 89.55 0.62 86.10 0.71 80.48 0.73
BRIEF 94.68 0.49 89.86 0.57 91.64 0.89 79.17 0.92
BRISK 93.57 0.45 67.91 0.53 49.52 1.01 84.07 0.67

Table 3.4: The table summarizes the results of the reflective vest tracking for the
different test scenarios. The Tracking Rate (TR) is the percentage of time at which the
vest is considered as successfully tracked. The Mean Absolute Error (MAE) represents
the average position estimation error committed by the tracking algorithm.
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Figure 3.9: Temporal evolution of the reflective vest tracking for scenarios 1 and 2 in
case of the SURF descriptor. Regions marked with gray background indicate the time
periods during which the vest is considered as tracked. a) Ground-truth and estimated
distance between the camera the reflective vest b) Absolute estimation error of the vest
position c) Spread of the particle set
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Figure 3.10: Temporal evolution of the reflective vest tracking for scenarios 3 and 4 in
case of the SURF descriptor. Regions marked with gray background indicate the time
periods during which the vest is considered as tracked. a) Ground-truth and estimated
distance between the camera the reflective vest b) Absolute estimation error of the vest
position c) Spread of the particle set
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Discussion

In Chapter 3, the vest detection and tracking system was evaluated in dif-
ferent test scenarios. This chapter discusses the important aspects of the
results obtained for the different sections of the algorithm.

Feature Detection
The evaluation of the feature detection process as presented in Table 3.3
reveals three important aspects. First, the number of raw image features
extracted from the input images If heavily depends on the presence of ex-
ternal infrared light sources. The more ambient light is present with IR
wavelengths corresponding to the center wavelength of the camera’s band-
pass filter, the higher the overall brightness of the acquired image material
(cf. Figure 3.2), and consequently, the higher the number of detected high
intensity blobs. This drastically influences the ratio among all detected fea-
tures that truly correspond to a reflective vest. Secondly, this same ratio is
also affected by the presence of reflective materials that do not correspond
to a reflective vest. While in scenario 1, the only reflective material are
the vest reflectors, scenarios 2 and 3 contain reflective metallic surfaces on
cars and in scenario 4, perturbing reflections are caused on snowflakes. The
reflection of the IR flash emitted by these objects lead to additional high
intensity regions in the image and entail features detected in the correspond-
ing areas. Finally, the results show that the vest detection rate is decreased
by external disturbances that limit the range of distances at which the vest
reflectors reliably produce features detected in the image.

Scenario 1 represents the optimal case for successful vest detection, as
it is situated indoors in an environment with no disturbing external IR
light source. Furthermore, no reflective object but the vest appears in the
images. In consequence, feature detections exclusively originate from vest
reflectors. The vest detection rate is close to 100 % as visibility is not limited
by any disturbing factors. Scenario 2 is situated outdoors in clear weather
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conditions and the acquired images thus appear slightly brighter due to the
influence of the IR wavelengths contained in the sunlight. Nonetheless, the
intensity of the additional infrared light is modest compared to the reflected
IR flash, and the vest detection rate is not seriously affected. The number of
detected features is doubled as a result of the increased image brightness and
the presence of reflective metallic surfaces, reducing the portion of true vest
features to roughly 50 %. In Scenario 3 and 4, visibility is seriously restricted
either by the direct sunshine into the camera which produces numerous lens
artifacts (Scenario 3) or by snowfall (Scenario 4). Reliable generation of
vest features is only provided up to 6-7 m distance and consequently, the
vest detection rate is decreased by approximately 10 %. Furthermore, the
much higher average intensity of the images in Scenario 3 lead to the fact
that the predominant part of detected features does not originate from a
reflective vest.

The evaluated quantities play an important role on two different levels.
On the one hand, the portion of vest features indicates the feature ratio
that the subsequent processing steps need to extract while discarding all
other items. This task is considerably simplified if the portion is high. On
the other hand, the vest detection rate plays a more important role when it
comes to tracking a vest over time. The higher the vest detection rate, the
better is the chance that a vest can be consistently tracked over the entire
image sequence.

Feature Classification
The extraction of vest features from the initial raw feature set is accom-
plished by an ensemble of four processing steps, namely feature tracking,
intensity check, feature description and feature classification. The results
of this feature elimination process are shown in Figure 3.3 and 3.4. In Sce-
nario 1, no features are detected that do not correspond to a reflective vest,
due the perfect conditions that were already discussed. In this ideal case, the
concerned processing steps, that in other conditions serve to eliminate non-
vest features, can only be counterproductive because features are removed
that are erroneously classified as non-vest features. This is illustrated in
Figure 3.3 where the accuracy represents the fraction of raw features that is
still preserved in the vest feature set, depending on the choice of the clas-
sification threshold λvest. The figure shows that for Scenario 1, the least
amount of classification errors is committed if the Random Forest classifier
is trained on the BRISK descriptor. The SURF descriptor ranks second with
a small advantage over BRIEF. The graph further indicates that the accu-
racy decreases relatively moderate for classification thresholds lower than
0.5. To conclude, we shall take note of the fact that the algorithm’s nega-
tive impact on the number of extracted vest features should not mistakenly
lead to the conclusion that the evaluated processing steps are dispensable
or that the best choice for λvest is 0, as the perfect conditions encountered
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in this scenario are only of illustrative value and do only seldom correspond
to a real-world industrial environment.

Figure 3.4 shows the results of the feature elimination process for the
scenarios 2, 3 and 4. The interest of the detection algorithm now becomes
apparent. The elimination of non-vest features by means of the first two pro-
cessing steps, namely feature tracking and intensity difference check, results
in a feature set Freflex whose content is described by the circular marker
in the precision-recall curves. The precision represents the ratio of effective
vest features among all features in Freflex. In the ideal case it equals 1.
To assess the benefit of applying the first two processing steps, the preci-
sion at the location of the circular marker can be compared to the initial
portion of vest features in the respective data set, given in Table 3.3. A
comparison reveals that the ratio of true vest features in the set Freflex is
significantly increased when compared to the initial set of detected features.
In scenario 2 the value increases from about 54 % to 85 % and in scenario 3
from 4 % to roughly 70 %. In scenario 4 the initial ratio is already high and
is increased by approximately 1 % to reach 97 %. While increasing preci-
sion, recall is kept at a high level with values around 90 %, 83 % and 99 %
for the scenarios 2, 3 and 4. This means that the number of false negatives
caused by misclassification is very low and, thus, only little vest features
are mistakenly eliminated by performing the feature tracking and intensity
check.

The application of the feature description and classification process then
helps to further improve precision, primarily by eliminating features that
correspond to objects that are reflective but other than reflective vests. The
higher the classification threshold λvest is chosen, the more restrictive the
classifier acts in selecting the features to place in Fvest. This not only reduces
the number of false positives but also increasingly results in an important
amount of false negatives, that is, vest features are mistakenly eliminated.
The choice of λvest is therefore a trade-off and should account for both high
precision and recall. After a comparison of all four scenarios and all three
different feature descriptors we suggest the use of a SURF descriptor to-
gether with λvest = 0.5.

Distance and Position Estimation
Figure 3.5 and 3.6 depict the estimation error resulting from the individ-
ual distance predictions for features f ∈ Fvest with the Random Forest
regressor. For scenarios 1 and 2 the precision of the distance estimation is
relatively stable over the entire distance range considered in the evaluation
and accuracy is within a decimeter range. A slight tendency to overestimate
the distance at short ranges and to underestimate it at higher ranges can
be observed. This effect is mainly due to the fact that the distance has a
lower bound of zero and no training data was provided with distances higher
than 10 m. The plots also report sporadic but large outliers indicating a dis-
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tance estimation error of several meters. Further investigation revealed that
most of the outliers originate from misclassification errors, namely cases
where non-vest features are classified as vest features (false positives). Un-
der these circumstances, the distance regressor encounters a pattern that
does not correspond to a reflective vest and that has not been trained dur-
ing learning. Consequently, the estimated distance value is meaningless but
will undesirably be included in the set of measurements.

Under difficult conditions as it is the case in scenario 3 and 4, accuracy
and precision of the distance estimation are negatively affected and detec-
tions are restricted to ranges of 7 m and 9 m for the respective scenario.
However, the system still provides reliable measurements. The resulting
absolute position estimation errors are reported in Figure 3.7 and 3.8 and
show the same tendencies. This indicates that the final accuracy of the vest
position estimation primarily depends on the distance estimator and that
the accuracy of the 3D projection of features by means of the camera model
is much higher.

The three evaluated feature descriptors yield all fairly similar results,
with small differences in individual scenarios and at individual distance
ranges. The rotation invariance of the BRISK descriptor seems not to lead
to a clear advantage over SURF and BRIEF. This can be justified by the
fact that the observed patterns themselves show already a high degree of
rotational symmetry and rotational invariance of the image descriptor is
therefore superfluous.

Vest Tracking
The evaluation of the vest tracking algorithm assesses the ability of the par-
ticle filter to consistently keep track of the observed reflective vest over time.
The results in Table 3.4 and Fig. 3.9–3.10 show that consistent tracking is
possible over a large part of scenarios 1 and 2 and over considerable parts of
scenarios 3 and 4. The filtering effect becomes very clear, especially in the
first two scenarios, where from position estimates with considerable outliers
in the meter range, a position estimate is obtained whose error lies in the
centimeter range for big parts of the image sequence. Tracking based on
the use of the SURF and BRIEF descriptors leads to similar performance
results, with SURF offering lower estimation error and BRIEF a slightly
higher tracking rate. The BRISK descriptor seems to be the most sensitive
to changing external conditions among all descriptors.

It has been discussed above that the maximum range for vest detections
is at roughly 10 m in optimal conditions but can be reduced by external
influences as in scenarios 3 and 4. Consequently, the observed person gets
out of focus if its distance approaches the limit, as the particle filter is
provided with less and less measurements. To refocus on a person entering
the sensor range, the particle filter needs to be provided with a certain
amount of measurements until its state belief distribution is able to focus.
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Conclusion

In this Master thesis report we presented an approach for the detection and
tracking of a person wearing a reflective vest. The system has been evalu-
ated in an indoor warehouse-like environment as well as outdoors in different
weather conditions. The experiments show that with a single camera setup
we are able to detect a person wearing a reflective vest and produce accurate
position estimates for distances ranging up to 10 m in good conditions, based
on the processing of image features with an approach that includes machine
learning. Yet, the results also indicate that tracking a person’s position over
time, based on single position estimates obtained per input image pair, is
difficult, as sporadic but considerably large outliers occur. It has further
been shown that the sensor range depends on the environment and in par-
ticular on the weather conditions, as factors such as snow or direct exposure
to sunlight limit the visibility or create lens artifacts in the input images.

A tracking algorithm based on a particle filter, featuring a motion and
a measurement model, has proved to be a valuable tool for combining the
individual measurements as they are obtained over time. It has been illus-
trated how a probabilistic measurement model can account for both random
and systematic errors when incorporating the individual measurements in
order to obtain a filtered position estimate, which is expressed in form of an
approximated probability density over the entire position search space.
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Further Work

The current version of the camera system allows reflective vest detection up
to 10 m distance in good conditions. The limitation is mainly due to the
decrease in intensity of the reflected portion of the IR flash and the decrease
in spatial image resolution for increasing distances. A flash system equipped
with more powerful IR LEDs and an imaging sensor with higher resolution
will thus provide the hardware base for an improved version of the camera
system with a sensor range extended to 20 m or above.

Moreover, the classical version of the particle filter, as employed in the
underlying application, represents a single-target particle filter that only
deals with the estimation of a single state. In order to simultaneously track
several persons in the field of view of the camera, the problem of multiple
target tracking has to be addressed. The extended problem consists in es-
timating multiple state processes while taking into account that even the
number of estimated states evolves over time.

A future version of the camera system hardware will further include a
combined accelerometer and gyroscope unit that will allow to substantially
improve the motion model employed in the particle filter. Changes of an
observed person’s relative position due to rotation and acceleration of the
camera system will be estimated by the additional sensory input. This will
allow to reduce the considerable amount of uncertainty that is currently
included in the motion model.

Future work also includes an extensive long-term evaluation of the sys-
tem performance in a real-world industrial environment where the variety
of encountered situations is much higher than in the evaluation carried out
during this project. Scenarios that have not been evaluated so far, such as
persons that are partly occluded or lying on the floor, need to be examined.
Furthermore, the influence of various degrees of image motion blur caused
by strong angular motion and vehicle vibration in uneven terrain has to be
evaluated.
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Figure A.1: Temporal evolution of the reflective vest tracking for Scenarios 1 and 2 in
case of the BRIEF descriptor. Regions marked with gray background indicate the time
periods during which the vest is considered as tracked. a) Ground-truth and estimated
distance between the camera the reflective vest b) Absolute estimation error of the vest
position c) Spread of the particle set
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Figure A.2: Temporal evolution of the reflective vest tracking for Scenarios 3 and 4 in
case of the BRIEF descriptor. Regions marked with gray background indicate the time
periods during which the vest is considered as tracked. a) Ground-truth and estimated
distance between the camera the reflective vest b) Absolute estimation error of the vest
position c) Spread of the particle set
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Figure A.3: Temporal evolution of the reflective vest tracking for Scenarios 1 and 2 in
case of the BRISK descriptor. Regions marked with gray background indicate the time
periods during which the vest is considered as tracked. a) Ground-truth and estimated
distance between the camera the reflective vest b) Absolute estimation error of the vest
position c) Spread of the particle set
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Figure A.4: Temporal evolution of the reflective vest tracking for Scenarios 3 and 4 in
case of the BRISK descriptor. Regions marked with gray background indicate the time
periods during which the vest is considered as tracked. a) Ground-truth and estimated
distance between the camera the reflective vest b) Absolute estimation error of the vest
position c) Spread of the particle set
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